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a  b  s  t  r  a  c  t

PID  control  loops  with  time  delay  are  characterized  by infinite  number  of  poles  but  the  pole  assign-
ment  technique  for adjusting  the  controller  parameters  can  be applied  to placing  three poles  only.  The
dominance  of  these  poles  is therefore  an  essential  condition  for  this  application.  A novel  approach  to
this  problem  involves  applying  dimensional  analysis  theory  to  obtain  a generalized  model  of the control
loop  and  then  to  perform  a parameter  tuning  for  its dimensionless  representation. A one-row  dimensional
matrix  results  from  the  assumption  of  the usual  dimensionless  interpretation  of  both  control  error  and
actuating  signals  of the  controller.  Dimensionless  similarity  numbers  of  the  so-called  swingability  and
laggardness  are introduced  to  specify  the  plant  dynamics  in  the  controller  synthesis.  A trio  of  numbers  is
ID controller tuning
ltimate frequency
ominance index

assigned  to  become  the  dominant  zeros  of the  characteristic  quasi-polynomial  of  the  control  loop  and  the
corresponding  PID  parameter  adjustment  is  derived  in  the  form  of uniform  formulae.  The tuning  of the
proper  damping  and  the  real pole  position  ratios  is  provided  by means  of  an  IAE  optimization  technique.
A  dominance  degree  notion  is introduced  and  an  argument  increment  criterion  is proposed  to  check the
dominance  of any  of  the  pole  placement  cases.  The  quality  of  the  disturbance  rejection  response  is taken
as  the  general  criterion  in the  design  of the  time  delay  plant  control.
. Introduction

Pole assignment is a widely used approach to the state space sys-
em design that is also applied in methods for tuning the controllers.
or tuning three PID parameters just three poles of the control loop
re suited to be assigned and with regard to this any assumptions
f rather sophisticated or higher order process models turn out to
e inadequate. On the other hand, as a matter of fact, the time delay
ffect can be viewed as a common process property which, how-
ver, leads to infinite spectrum of control loop poles and to a need to
nvestigate their dominance as a crucial issue in the pole placement.

The dependence of the dominant pair of closed-loop poles on the
ontroller parameters was first investigated by Hwang and Chang
1] by means of the Taylor expansion about the critical gain. Instead
f dominant the term “leading poles” was used in this paper. Dom-
nant pole placement design was introduced somewhat differently
y Persson and Åström [2] and was further explained in Åström and

ägglund [3]. At about the same time Hwang and Fang [4] published
n extensive optimization study on dominant pole placement for
rst and second order time delay plants. Numerous methods with
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modified specifications of tuning conditions were presented sub-
sequently and a survey was  made by O’Dwyer [5].

Applying the pole assignment approach to systems with delay
(i.e. with infinite spectrum of poles) has led to the specific problem
of how to select a proper prescription of the pole positions in order
to obtain capable candidates of dominant poles that really do deter-
mine the behaviour of the system. Any pole placement in a time
delay system is always connected with the risk that although the
prescribed poles are achieved in the system spectrum they may  lose
any meaning because some other poles spontaneously take over the
dominant position in the infinite system spectrum. Consequently
any result of a pole assignment of this kind can be approved as
valid only after checking that the placed poles really have reached
the dominant positions. To the best of the authors’ knowledge no
general theorem is yet available that guarantees in advance that a
chosen prescription of poles for a time delay system will reliably
result just in the group of system dominant poles.

The pole placement approach in a control loop with delay is to
be considered only for placing a small group of dominant poles –
either a complex conjugate pair or a three-pole group, usually one
pair with a real pole. The key issue of selecting the prescribed poles

in a way that guarantees their dominant position was investigated
by Wang et al. in [6]. Because of the number of three controller
parameters only the three-pole option p1,2,3 can reasonably be pre-
scribed in assigning the poles for tuning the PID controller for a time
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elay plant. However, in a considerable number of papers the dom-
nant pole placement in PID tuning has also been considered for a
ingle pair of complex conjugate poles p1,2 = −  ̨ ± j˝,   ̨ > 0, assigned
o take up the rightmost position in the system spectrum and satis-
ying an additional requirement of a specified frequency response
or control synthesis. Various combined strategies have been pre-
ented, e.g. in [7,8] or [9]. The case of placing three prescribed poles,

 complex conjugate pair p1,2 and a real pole p3 = −  ̌ as dominant
as solved by Hwang and Fang [4]. A guarantee of dominance

n the pole placement based on the root locus and Nyquist plot
pplications was  presented by Wang et al. [6]. The dominant pole
lacement may  also be performed in an iterative way, as a series of
ttempts that shift the prescribed poles to the left as in [10], or a
odified optimization in [11].
The rest of the paper is structured as follows. The dimension-

ess description of the control loop is introduced in Section 2 and
n ultimate angle as similarity number for the critical control set-
ing is presented in Section 3. Section 4 presents explicit formulae
or setting the dimensionless control parameters for various types
f plants, and Sections 5 and 6 deal with the issue of the pole
ominance, in the former by means of an argument increment con-
ition and in the latter via an IAE optimization technique. Sections

 and 8 present an application example and concluding remarks
espectively. A brief appendix is added concerning the issue of
imensionless model identification.

. Control loop dimensionless representation

Although dimensional analysis originated and is typically applied
n other fields of science it also has a potential in investigations
f the control system dynamics [12]. So far the benefit of the
imensional approach to control system design has been limited
o specific control areas, where various dimensions of controlled
nd actuating variables can be considered, as e.g. in the vehicle
ontrol [13]. Our aim is to investigate the relationships between
he PID controller settings and the control loop dynamics in gen-
ral. As to the dimensional analysis technique presented here we
ollow the monograph [14] but at the same time we revere the
oncept commonly accepted in the control science that the par-
icular physical variables of both the plant output and input are
epresented in controller operation by signals expressed as per-
entage of the control instrument’s range, i.e. commonly conceived
s dimensionless variables. Due to this established concept of con-
rol theory a consideration of physical dimensions in terms of mass,
ength, force etc. turns out redundant and nothing but time remains
rom the basic dimensional SI units for dimensional investigations
n control loop dynamics. The fact that nothing but time and fre-
uency dimensions and their powers may  appear in the dimensional
et of any control problem as soon as we accept the assumption
f dimensionless controller input and output significantly simpli-
es the dimensional analysis considerations. The key concept in
pplying the dimensional analysis consists in selecting the rules of
imensional similarity and in formulating the relationships between
he derived dimensionless variables as it follows from the general
ell-known Buckingham theorem.

In investigating the dependence of the dominant closed loop
oles on the PI or PID controller parameters it has already been vali-
ated that higher order plant models are not necessary for ultimate
requency based methods of controller tuning [1]. In the present
ork we consider a linear plant described by a second order differ-

ntial equation with an input delay
d2y(t)
dt2

+ a1
dy(t)
dt

+ a0y(t) = Ka0u(t − �),

a1 > 0, a0 > 0, K /= 0, � > 0 (1)
trol 23 (2013) 1063– 1074

able to express the dynamics of a rather wide class of stable pro-
cesses free of the non-minimum phase zero effect. The special case
of the integrating plant with a0 = 0 will be introduced later. The
considered control loop is completed by the ideal PID controller
described by the equation

du

dt
= r0

de

dt
+ rD

d2e

dt2
+ rIe (2)

where e is the control error, e = w − y. As noted above, if y, u, w and e
are considered as dimensionless the coefficients in (1) and (2) are of
dimensions given only as time powers. These five coefficients pri-
marily belong into the dimensional set of the control loop, namely:
rD[s], rI[s−1], a1[s−1], a0[s−2], �[s], Dimensionless parameters K and
r0 need not necessarily be included into the dimensional set. On
the contrary, due to the derivatives in (1) and (2) time t is dimen-
sionally significant variable in the dynamic considerations and as
a decisive dynamic parameter of the control loop the ultimate fre-
quency �k[s−1] of plant (1) (at which the relay feedback control
loop oscillates) is to be considered in the relevant dimensional set.
Then the following one-row dimensional matrix with seven rele-
vant variables (nV = 7) and one basic dimension [s] of SI (nD = 1) is
obtained

ωk rD rI a1 a0 t �

D = [−1, 1, −1, −1, −2 1 1] [s]
(3)

Unlike the usual dimensional matrices, e.g. in hydrodynamics
or thermodynamics the usual rows for length, mass or temper-
ature are missing here. For the integrating plant with a0 = 0 we
set b0 instead of a0 into D. As to the order of variables in D, ωk
as the dependent one, is in the leftmost position and the delay as
the crucial factor in the controller setting is in the rightmost posi-
tion. The set of six dimensionless variables corresponding to this
dimensional set results from the following Lemma.

Lemma  1 (.). Consider a PID control loop composed of (1) and (2)
with the relevant dimensional set given by matrix (3). Then there are
six mutually independent dimensionless parameters �i i = 1, 2, . . .,  6
in case of a0 > 0 given by the following relationships to the original
variables

�1 = ωk�, �2 = rD
�
, �3 = rI · �, �4 = a1 · �,

�5 = a0 · �2, �6 = t

�
(4)

while for the case a0 = 0 the fifth parameter is substituted by
�5I = b0·�2.

Proof. The one-row type of D considerably simplifies the search
for the dimensionless arguments expected in the generic form

�i = ωk
ε1 rD

ε2 rI
ε3a1

ε4a0
ε5 tε6�ε7 (5)

Due to the only one row in D (nD = 1 and rank[D] = 1), the
expected number of dimensionless arguments is relatively high,
n� = nV − nD = 7–1 = 6. As in [14] these arguments are found using
the augmented matrix equation

[
I, 0

B, A

]
⎡
⎢⎢⎢⎣

ε1

ε2

:

ε7

⎤
⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎣

ε1

ε2

:

0

⎤
⎥⎥⎥⎦ , I(6 × 6),  0(6 × 1),  B(1 × 6) (6)
where [B, A] = D. In fact, the set (6) represents only one linear
equation for seven unknowns and hence it allows six solutions
independent of each other. To facilitate the procedure five expo-
nents of seven may  always be fixed to zero in each of these options



ss Con

a
o
s

e
t
t
i
�
D
t

t
B
t
d

a

C
w

�

w
t
c
A
d

P
i

e
�
v
l
c
t
t̄
l
p

p
o
p
p
e
t
i

�

P. Zítek et al. / Journal of Proce

nd in this manner the following six pairs of nonzero exponents are
btained. Inserting these exponents into (5) the following dimen-
ionless parameters result

1. For ε1 = 1 and ε2,3,4,5,6 = 0 → ε7 = 1 → �1 = ωk�

2. For ε2 = 1 and ε1,3,4,5,6 = 0 → ε7 = −1 → �2 = rD
�

3. For ε3 = 1 and ε1,2,4,5,6 = 0 → ε7 = 1 → �3 = rI · �

4. For ε4 = 1 and ε1,2,3,5,6 = 0 → ε7 = 1 → �4 = a1 · �

5. For ε5 = 1 and ε1,2,3,4,6 = 0 → ε7 = 1 → �5 = a0 · �2

6. For ε6 = 1 and ε1,2,3,4,5 = 0 → ε7 = −1 → �6 = t/�

(7)

qual to those in (4). Apparently �4, �5 belong to the plant, �2, �3
o the controller, while �6 and �1 take over the roles of time and of
he ultimate frequency respectively. The substitution of �5 by �5I

n the case a0 = 0 is obvious. Of course, the obtained introduction of
i, i = 1, 2, . . .,  6 is partly dependent on the chosen variable order in
, particularly alternating the rightmost element in D would lead

o various sets of dimensionless parameters.�
The prime importance of the obtained dimensionless parame-

ers consists in defining the dimensional similarity according to the
uckingham’s theorem. As to the plant, for instance, if we substi-
ute �4, �5 and �6 = t̄ into (1) instead of a0, a1, � and t, the following
imensionless equation is obtained if a0 /= 0

d2y(t̄)
dt̄2

+ �4
dy(t̄)
dt̄

+ �5y(t̄) = K�5u(t̄ − 1),

�4 > 0, �5 > 0, K /= 0 (8)

nd the following Corollary holds.

orollary 1. Consider a pair of plants, A and B as in (1) where a0 /= 0
ith parameters a1A, a0A, �A and a1B, a0B, �B satisfying the conditions

4A=a1A�A=�4B = a1B�B, �4A = a0A�
2
A = �4B = a0B�

2
B , KA = KB,

(9)

ith the same values of �4, �5 and K for both A and B. Then both
hese plants are described by an identical dimensionless model (8),
ommon for them, which leads to the same solution y(t̄) for both

 and B. and due to this property these plants are referred to as
imensionally similar.

roof. Since the statement is a direct consequence of the Buck-
ngham’s theorem [14] the proof is omitted.�

For example, if the plants A and B of the form (1) have the param-
ters a1A = 0.7, a0A = 0.1, KA = 2, �A = 4 and a1B = 3.5, a0,B = 2.5, KB = 2,
B = 4, respectively their dimensionless parameters are of the same
alues K = 2, �4 = 2.8, �5 = 1.6. These plants are dimensionally simi-
ar because they are described by the same common equation (8)
ommon for both of them. For example their step responses are
herefore identical curves if they are plotted in the time scale of t̄, i.e.

 = t/4  for A and t̄  = t/0.8 for B. Obviously yet infinitely many plants
ike (1) may  become similar with A and B if their dimensionless
arameters are also equal to K = 2, �4 = 2.8, �5 = 1.6.

Fusion and final form of dimensionless parameters. Although the
lant dimensionless parameters �4 and �5 are correct as to the the-
ry of dimensional analysis their drawback in describing the similar
lants is that both of them primarily indicate rather the delay of the
lant response while none of them indicates the other plant prop-
rty – the character of system (1) poles. For a better distinguishing

his property of the plant let the following fusions of �4 and �5 be
ntroduced

 = �5

�2
4

= a0

a2
1

for a0 > 0 (10)
trol 23 (2013) 1063– 1074 1065

Parameter � is suitable to discriminate the nature of the plant as
to its poles. It indicates a plant with two real poles if 0 < � ≤ 1/4 and
a case of complex conjugate poles if � > 1/4, when a0 > 0. The case
of a0 = 0 (i.e. �I instead of �) belongs to the integrating plant when
one pole is zero. Due to the relationship of � to possible natural
oscillations it will be referred to as the swingability number of the
plant. On the other hand parameter �5 indicates to which extent
the plant response is lagged and therefore �4 = ϑ will be referred
to as the laggardness number and the dimensionless plant equation
will then be further considered in the form

d2y(t̄)
dt̄2

+ ϑ
dy(t̄)
dt̄

+ ϑ2�y(t̄) = Kϑ2�u(t̄ − 1),

ϑ > 0, � > 0, K /= 0 (11)

Furthermore, in investigating the control loop dynamics it is
not necessary to distinguish between the gain K of the plant and
the controller gains. Therefore K may  be fused together with r0,
�2, �3 to result in the loop gains for proportional, derivative and
integrating actions respectively,

r0K = �0, �3K = �I, �2K = �D (12)

A specific meaning has the dimensionless parameter �1 = ωk�.
It represents an angle appropriate to both the ultimate frequency
and the delay of the plant, therefore it will be referred to as ultimate
angle ˚k, �1 = ωk� = ˚k. The original set (4) of six dimensionless
parameters (or similarity numbers) applicable for the plants with
a0 > 0 is then defined as follows

�1 = ωk� = ˚k, �2K = �D, �3K = �I, �4 = ϑ,

�5

�2
4

= � = a0

a2
1

, �6 = t/� (13)

Another kind of second-order dimensionless time delay model
than (11) is proposed in [15] assuming a possibility of non-
minimum-phase character due to transfer function zero but
excluding the oscillatory type of behaviour.

The special case a0 = 0, i.e. the integrating plant necessitates an
essential modification of swingability number �. Unlike (1) the
plant model is considered in the form y′′(t) + a1y′(t) = b0u(t) and
instead of � the following similarity number

�I = b0

a1
2
, a1 > 0, b0 > 0 (14)

is introduced. In contrast to � parameter �I has no connection with
oscillations, it represents a ratio of both exponential and integration
time constants. The corresponding dimensionless modification of
(11) is as follows

d2y(t̄)
dt̄2

+ ϑ
dy(t̄)
dt̄

= ϑ2�Iu(t̄ − 1),  ϑ > 0, �I > 0 (15)

3. Ultimate angle to swingability and laggardness
relationship

Although the range of plants that can be satisfactorily PID
controlled is limited the surprising versatility of this controller
principle has undoubtedly been proved in its implementation. The
close relationship between the ultimate gain and frequency and the
PID controller setting is well known and particularly the assess-
ment of them by applying the ideal relay feedback has led to the

contemporary wide application of this approach [3]. With regard to
dominant pole placement, it is important to notice that the ultimate
frequency ωk determines the bounds within which the attainable
natural frequency of the control loop can be considered.
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To determine the ultimate gain and the corresponding ultimate
requency for the plant (11) we need to get its characteristic equa-
ion. With regard to the introduced time ratio t̄ = t/� in (11) the
dequate modification of the Laplace transform operator s → s̄ = s�
s adopted. Assuming there exists a feedback proportional gain Kk
dded in (11) the following characteristic equation is considered

¯2 + ϑs̄+ ϑ2� + Kϑ2�Kk exp(−s̄) = 0 (16)

As it resulted from the set of dimensionless parameters (13)
he ultimate angle, ˚k = ωk�, is the selected similarity number for
he ultimate frequency. According to the Buckingham’s theorem a
imensionless relationship has to exist between ˚k and the param-
ters ϑ, �, K.

heorem 1. For any pair of the similar plants (11) with the same
 > 0, � > 0, K it holds that their ultimate angle ˚k is also the same and

atisfies the equation

an ˚k = ϑ˚k
˚2
k

− ϑ2�
→ ˚k = ˚k(�, ϑ) (17)

roof. If the ultimate gain Kk in (16) is adjusted then the stability
argin is reached and undamped oscillations at frequency ωk arise.

he dimensionless Laplace operator is s̄ = jωk� = j˚k and therefore
he following condition is obtained from (16)

˚k
2 + ϑ˚k + ϑ2� + Kϑ2�Kk exp(−j˚k) = 0 (18)

hich after decomposition results in two following equalities of
he real and imaginary parts, i.e. Kϑ2�Kk cos ˚k = ˚k

2 − ϑ2�, and
ϑ2�Kk sin ˚k = ϑ˚k. The ultimate gain Kk, K and ϑ2� on the left-
and sides can be excluded by means of evaluating the tangent

unction of ˚k and Eq. (17) is obtained where the ultimate angle
s ˚k = ˚k(�, ϑ) can be determined from. The ultimate angle ˚k is
ependent only on �, ϑ, the influence of K is cancelled. Owing to the
eriodicity of the tangent function equation (17) admits infinitely
any real solutions. However, with respect to both the periodical

haracter of tangent function and the physical meaning of the ulti-
ate frequency only the smallest of the positive roots ˚k of (17)

an represent the ultimate angle and consequently the ultimate
requency ωk as well. �

When investigating the function ˚k = ˚k(�, ϑ) it should be noted
hat in fact the value of the laggardness number ϑ can fall only into a
ather narrow interval, approximately ϑ∈ 〈0.5, 3 〉. The upper bound
f this range is to exclude too large delays. The values ϑ < 3 would
ring about a situation when the classical PID controller feedback
ction unavoidably comes too late to compensate the impact of dis-
urbances and obviously it is meaningless to deal with such options.

ore sophisticated control strategies than PID are to be applied in
uch cases. The lower bound of ϑ prevents model (8) from its appli-
ation to a plant with too small delay. Too small value of ϑ(ϑ < 0.5)
ndicates that the delay is a marginal property of the plant and then
t is suitable model (8) to replace by a delay-free model.

Also the values of the swingability number � are to be limited.
he upper bound � ≤ 2 is considered to exclude the plants with
xcessively weakly damped oscillations which are not the object
f investigation here. On the other hand, the case of the integrat-

ng plant, a0 = 0, needs to apply the special �I according to (14).
ue to the missing term a0y the relationship for the ultimate angle
k simplifies itself to the form: tan ˚k = ϑ/˚k independent of �I.

y the way, note that this form is also equal to the limit of (17) for
 → 0. Owing to the constrained values of � and ϑ the values of ulti-

ate angle ˚k = ˚(�, ϑ) are also from a relatively narrow interval. If
∈ 〈0.5, 3 〉 and �∈ 〈0, 2 〉 are considered then it holds that ˚k∈ 〈0.6,
.6 〉 approximately. A three-dimensional plot of ˚k = ˚(�, ϑ) is in
ig. 1.
Fig. 1. Dimensionless relationship of ultimate angle ˚k on � and ϑ.

4. Three-pole placement by setting PID control loop
parameters

Only three of the seven dimensionless variables introduced for a
delayed PID control loop are independent, namely ϑ, � as dynamical
specification of the plant and t̄. The remaining four are dependent
on them as it results from the Buckingham’s theorem and the first
of these relationships we found as (17) for ˚k. The remaining three
dimensionless relationships for �0, �D, �I are covered in this sec-
tion. This intent is consistent with the aim to place just three poles
p̄1,2,3 of the loop and as in the previous considerations it is nec-
essary to distinguish the case of integrating plant, a0 = 0 from the
standard options of the plant, a0 > 0.

An intuitive dimensionless approach to dominant three pole
placement in PID control loop was already proposed by Hwang [16],
although the delay effect was  not explicitly considered and ω/ωk
was used as the primary independent variable. The idea of dom-
inant pole placement itself was  introduced by Hwang and Chang
[1] where it is documented that the closed loop response is pri-
marily dominated in most of PID control systems by a trio of poles:
a complex conjugate pair and a real pole.

For the next consideration suppose a time delay plant in the
dimensionless form (11) with � > 0 and a PID controller as in (2).
After applying the dimensionless parameters from (4) and (13) this
controller is described by the dimensionless equation

K
du

dt̄
= �0

de

dt̄
+ �D

d2e

dt̄2
+ �Ie (19)

where �0, �D, �I are the dimensionless gains of proportional,
derivative and integration actions respectively, �0 = Kr0, �D = KrD

� ,
�I = K�rI, and e is the control error.

Basically the pole placement is a matter of forming the char-
acteristic quasi-polynomial of the control loop. After joining up
the plant (11) with the controller (19) the third order differential
equation of the control loop is obtained and in cases with a0 > 0 its
dimensionless characteristic quasi-polynomial is of the following
form

M̄(s̄) = s̄3 + ϑs̄2 + ϑ2�s̄+ exp(−s̄)ϑ2�[�0s̄+ �Ds̄
2 + �I] (20)

where none of the coefficients is zero. In Section 2 we  found that
the similarity of PID control loops composed of (1) and (2) is associ-
ated with the dimensionless parameters ϑ, �, �0, �D, �I and now we
see that in the case of the same values of these parameters quasi-

polynomial (20) is also of identical form for different but similar
control loops. Quasi-polynomial M̄(s̄)  then gives a uniform descrip-
tion of all the dimensionally similar control loops with the same ϑ,
�, �0, �D, �I when a0 > 0.
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Remark. Assume a group of dimensionally similar controlled
lants (a0 > 0) as in (11) with identical values of ϑ, �, K. If their par-
icular PID controllers are set so that their dimensionless control
oop parameters �0, �D, �I are of the same values for each consid-
red case then the responses of the control loops are identical when
lotted in the time scale of their common dimensionless time t̄
ince the dimensionless model of all these control loops is identical,
.e. common for all of them.

The similar plants have not only the same laggardness and
wingability numbers, due to (17) they also have the same ultimate
ngle ˚k. In the next we will show the PID loop parameters �0, �D,
I as dependent on ϑ, �, ˚k but just due to (17) their dependence
nly on ϑ and � is to be considered. The main benefit of using the
imensionless parameters is that each of the dynamically similar
ontrol loops will result in the same quasi-polynomial (20). There-
ore not only all the dimensionless parameters ϑ, �, �0, �D, �I but
lso all of the infinitely many dimensionless poles of M̄(s̄) spectrum
re identical for any of dimensionally similar control loops.

The aim of the next considerations is to prescribe certain three
umbers p̄1,2,3 as desirable dominant zeros of M̄(s̄). The close
oherence between the ultimate frequency and the most natural
requency of control response is well known and the option ˝∼=ωk
s commonly used as a rule of thumb by Hwang and Fang [4], or
ström and Hägglund [3]. The relationship between the prescribed

requency and ωk was also applied by Wang et al. [17]. Any attempts
o make  ̋ substantially higher than ωk unavoidably lead to the loss
f dominance for the prescribed pair and  ̋ substantially lower
han ωk results in a groundlessly sluggish response. Hwang and
ang [4] made a thorough search for IAE optimum placement of
hree poles with the imaginary part  ̋ ∈ 〈0.9 − 1.1 〉 ωk of the com-
lex conjugate pair. With regard to these results we prescribe the
atural frequency  ̋ of the control loop just equal to the ultimate

requency ωk, i.e. the ultimate angle ˚k = ωk� as the imaginary part
f p̄1,2 in the case of dimensionless description of the control loop.
herefore we choose the following three numbers

¯ 1,2 = (−ı  ± j)˚k, p̄3 = −	ı˚k (21)

s the prescribed dominant zeros of M̄(s̄), where ı is the damping
atio of p̄1,2 and 	 is the root ratio 	 = |p̄3|/|Rep̄1,2|. The following
heorem holds for the relationship between these three poles of the
ontrol loop and its three control parameters �0, �D, �I.

heorem 2. Consider a class of similar control loops with a common
haracteristic quasi-polynomial (20) with � > 0 and three numbers

¯ 1,2,3 as in (21) selected to become the zeros of M̄(s̄). Let the ratios ı, 	
e considered as parameters to be selected later. If p̄1,2,3 are assigned
s M̄(s̄) zeros (so far without guaranteeing their dominance)  the con-
rol loop parameters �0, �D, �I are to be adjusted on the values given
y the following explicit formulae

0 = 1

1 + ı2(	 − 1)2

∣∣∣∣∣∣∣
B1, −(1 − ı2), 1

B2, −2ı, 0

B3, 	2ı2, 1

∣∣∣∣∣∣∣
(22)

D = 1

˚k
[
1 + ı2(	 − 1)2]

∣∣∣∣∣∣∣
−ı, B1, 1

1, B2, 0

−	ı, B3, 1

∣∣∣∣∣∣∣
(23)

∣∣ −ı, −(1 − ı2), B1
∣∣
I = ˚k

1 + ı2(	 − 1)2

∣∣∣∣∣
1, −2ı, B2

−	ı, 	2ı2, B3

∣∣∣∣∣
(24)
trol 23 (2013) 1063– 1074 1067

where

B1 = exp(−ı˚k)[bR cos ˚k − bI sin ˚k], (25)

B2 = exp(−ı˚k)[bR sin ˚k + bI cos ˚k], (26)

B3 = exp(−	ı˚k)
[
	ı − 1

�ϑ
	2ı2˚k + 1

�ϑ2
	3ı3˚k

2
]
, (27)

bR = ı + 1
�ϑ

(1 − ı2)˚k − 1
�ϑ2

(3ı − ı3)˚k
2, (28)

bI = −1  + 1
�ϑ

2ı˚k + 1
�ϑ2

(1 − 3ı2)˚k
2 (29)

Proof. After inserting p̄1 = (−ı + j)˚k into equality M̄(s̄) = 0 and
dividing by exp(−s̄)ϑ2� we  obtain

�0(−ı + j)˚k + �D(ı2 − 1 − j2ı)˚k
2 + �I

= exp(−ı˚k)(cos ˚k + j sin ˚k)
[

(ı − j)˚k+
1
�ϑ

(1 − ı2 + j2ı)˚k
2

− 1
�ϑ2

(3ı  − ı3 − j(1 − 3ı2))˚k
3
]

= B̃ (30)

Using the expressions bR and bI given in (28) and (29), the real
and imaginary parts of B̃, respectively, may  be expressed as follows

Re(B̃) = B1˚k = exp(−ı˚k)[bR cos ˚k − bI sin ˚k]˚k

Im(B̃) = B2˚k = exp(−ı˚k)[bR sin ˚k + bI cos ˚k]˚k
(31)

Inserting the third pole p̄3 = −	ı˚k into M̄(s̄) = 0 we  obtain

−�0	ı˚k + �D(	ı˚k)
2 + �I = exp(−	ı˚k)

[
	ı˚k − 1

�ϑ
(	ı˚k)

2

+ 1
�ϑ2

(	ı˚k)
3
]

(32)

From (30) and (32) the set of equations A·P = B results with the
following matrices

A =

⎡
⎢⎢⎣

−ı˚k, −(1 − ı2)˚k
2, 1

˚k, −2ı˚k
2, 0

−	ı˚k, (	ı)2˚k
2, 1

⎤
⎥⎥⎦ , P =

⎡
⎢⎣
�0

�D

�I

⎤
⎥⎦ (33)

B =

⎡
⎢⎢⎣
˚k exp(−ı˚k)(bR cos ˚k − bI sin ˚k)

˚k exp(−ı˚k)(bR sin ˚k + bI cos ˚k)

˚k exp(−	ı˚k)
[
	ı − 1

�ϑ
(	ı)2˚k + 1

�ϑ2
(	ı)3˚k

2
]

⎤
⎥⎥⎦

=

⎡
⎢⎣
˚kB1

˚kB2

˚kB3

⎤
⎥⎦ (34)

If the solution of the set A P = B, is performed and reduced by
the powers ˚k

3, ˚k
2, ˚k

3 in fractions for �0, �D, �I respectively,
formulae (22)–(24) are directly obtained.�

The results (22)–(24) lead to an important conclusion. If for
two plants with the same �, ϑ the same zeros p̄1,2,3 of the general-

ized M̄(s̄) are prescribed then also the same generalized PID control
gains �0, �D, �I lead to achieving them. However, as we expected
above only a selection of certain specific suitable ı, 	 can match
the pole placement aim, i.e. p̄1,2,3 actually become the dominant
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Fig. 4. Control loop integration gain setting for k = 1.3 and ı = 0.35 (a0 > 0).

summarized all the pole-placement-based settings of PID control
Fig. 2. Control loop proportional gain setting for k = 1.3 and ı = 0.35 (a0 > 0).

oles of the particular control loop. Therefore a means for testing
he dominance of the placed p̄1,2,3 is necessary in any application
f (22)–(24). This task is solved in Sections 5 and 6.

The control gain setting given by (22)–(24) holds for all the con-
idered plants when a0 > 0. As we saw in the previous sections the
ase of the integrating plant with a0 = 0 is to be treated with the
odified dimensionless parameter �I = b0/a2

1 instead of �. In the
uasi-polynomial M̄(s̄) the s̄ term is missing and instead of (20) the
ollowing form is to be considered

¯ (s̄) = s̄3 + ϑs̄2 + exp(−s̄)ϑ2�I[�0s̄+ �Ds̄
2 + �I] (35)

It is easy to see that the modification of Theorem 2 for the case
0 = 0 is only slight. First Eqs. (22) through (26) do not change at all
nd also matrix A remains the same. In Eqs. (27)–(29) the terms 	ı,

 and −1, respectively, are omitted, and �I is substituted instead of
ach �. However, the values of �0, �D, �I obtained from this mod-
fication are different from those we obtain from (22)–(24) for the
owest values of �, i.e. any consideration of � → 0 in the mentioned
ormulae, as in (17), leads to division by zero, i.e. is meaningless.

The relationships in Theorem 2 contain five input variables,
here due to (17), ˚k = ˚(ϑ, �), only four of them, namely ϑ, �, 	

nd ı, are mutually independent. If then the root and damping ratios
, ı are considered as fixed constants, the control loop parameters
0, �D, �I can be viewed as dependent on the plant parameters ϑ,

 only and can be displayed as 3D graphs. For the option of fixed

 = 1.3 and ı = 0.35 and �, ϑ ranging from 0.1 to 2 and from 0.5 to
, respectively the settings �0, �D, �I obtained from (22)–(24) are
isplayed in Figs. 2–4 for the plants with a0 > 0. For the same option

Fig. 3. Control loop derivative gain setting for k = 1.3 and ı = 0.35 (a0 > 0).
Fig. 5. Proportional gain setting with integrating plant for k = 1.3 and ı = 0.35.

of 	 = 1.3, ı = 0.35 and for the same range of ϑ and �I, the settings
for integrating plants with a0 = 0 are in Figs. 5–7.

In Figs. 2 through 7 there is apparent the benefit brought about
by the use o the similarity numbers. Into these graphs we  have
loops whose plants are identifiable with model (11) or (15). On the
other hand, let be emphasized that formulae (22)–(24) have been
obtained without any regard to the actual evidence of p̄1, p̄2, p̄3

Fig. 6. Derivative gain setting with integrating plant for k = 1.3 and ı = 0.35.



P. Zítek et al. / Journal of Process Control 23 (2013) 1063– 1074 1069

d
c
t
b
H
a
d
t

5

t
d
l
u
s
s
o
o
o
l
i

L
P
p
a
z

ϕ

t
t

P
F

•

•

a
a

Fig. 7. Integration gain setting with integrating plant for k = 1.3 and ı = 0.35.

ominance. If some improper values of 	, ı are prescribed the appli-
ation of these formulae would lead to unacceptable settings owing
o the loss of dominance. That is why the dominance must always
e tested and its proof is the main issue of the rest of the paper.
owever, in spite of this problem the reader may  rest assured that
ll the settings displayed in Figs. 2 through 7 correspond solely to
ominant pole placements.  During the simulations each of them was
ested by the proofs presented in the next two sections.

. Argument increment based test of dominance

Any of the poles p̄1,2,3 cannot be validated for the controller
uning (22)–(24) before a verification that they really assume the
ominant position within the spectrum of the considered control

oop. The dominance of p̄1,2,3 is inevitably connected with their
nambiguously rightmost position within the whole control loop
pectrum. On the one hand it is possible to compute a sufficient
et of the rightmost poles by means of a root-finder tool [18]. But
n the other hand the prescribed roots p̄1,2,3 are already given –
nly their sufficiently separate position to the right from the rest
f the spectrum is to be checked for a large number of the control
oop options. That is why the following dominance check of p̄1,2,3
s proposed.

emma  2. Consider the characteristic quasi-polynomial (20) of the
ID control loop and let s̄ be fixed to the straight line L, s̄ = −
˚k + jϕ,
arallel to the Im axis, where 
 > 	ı.  If the argument increment of M̄(s̄)
long L from the starting point M̄(−
˚k), (ϕ = 0), for ϕ growing from
ero to infinity,  ϕ → ∞,  reaches the following limit

lim
→∞
�argM̄(s̄)|s̄=−
˚k+jϕ = −3

�

2
(36)

hen the whole rest of M̄(s̄) spectrum except p̄1,2,3 lies to the left of
he straight line L.

roof. Assume that only the poles p̄1,2,3 lie inside a region as in
ig. 8 enclosed by a Jordan curve composed of

a circle-arc C of radius R, s̄ = R exp(j ), where   ranges from
−�/2 −  to �/2 +  , where  = arcsin(
˚k/R),
and a straight line L, s̄ = −
˚k + jϕ, 
 > 	ı parallel to the imag-
inary axis where ϕ ranges from −R cos � to R cos �.
If just only p̄1,2,3 of M̄(s̄) zeros are enclosed by C and L the total
rgument increment along C and L has to be 6 �. To evaluate this
rgument increment by parts for C and L let M̄(s̄) be factorized as
Fig. 8. The Jordan curve for the argument increment test.

follows

M̄(s̄)=s̄3m(s̄) = s̄3
[

1 + ϑ

s̄
+ ϑ2�

s̄2
+ exp(−s̄)ϑ2�

(
�0

s̄2
+ �D
s̄

+ �I
s̄3

)]

(37)

For the first factor s̄3 the argument increment along C is obvious

�
C
argM̄(R exp(j )) = 6

(
�

2
+ 

)
(38)

where  approaches zero for R → ∞,  and therefore the limit of
this increment for R → ∞ is 3�. For the second factor m(s̄)  with
s̄ = R exp(j ), the values of each of its terms except 1 are vanishing
for R → ∞ (due to the powers of R in the denominator) and therefore
lim
R→∞

m(R exp(j )) = 1 and its argument increment approaches zero

for R → ∞.  Hence the whole argument increment of M̄(R exp(j ))
along C is given by (38) and for R → ∞ it is 3�. If there are just three
M̄ zeros p̄1,2,3 inside the considered region the argument incre-
ment along L has to be given by the difference 6� − 3� = 3�, if L is
oriented downwards as in Fig. 8. Finally, with respect to the sym-
metry, if for practical purposes the original interval ϕ∈ 〈 R cos  , − R
cos  〉 is replaced by only its positive half, oriented upwards, ϕ∈ 〈0,
R cos  〉 the required argument increment is of half value and of
opposite sign, i.e.

lim
ϕ→∞

�argM̄(−
˚k + jϕ)  = −3
�

2
(39)

as in (36).�
The application of this criterion is as follows. For 	 and ı in

p̄1,2,3 a value of 
 > ı	 is chosen, and M̄(−
˚k + jϕ) is computed
for ϕ growing from zero to some ϕm » ˚k. In principle, the starting
real value of M(− 
˚k) for ϕ = 0 may  happen to be both negative
and positive for various types and orders of M̄(s̄). Nevertheless for
each of the third-order M̄(s̄)  investigated here this value is negative
M(− 
˚k) < 0. The argument increment is evaluated in an analogous
way as in the Mikhaylov criterion application. If the M̄(−
˚k + jϕ)
contour winds up by −3�/2 in the clockwise direction for ϕ→ ∞
the dominance of p̄1,2,3 is verified while otherwise it is lost. The
ratio 
 > ı	 is optional, the higher 
 for which the condition (36)
is still satisfied, the stronger the dominance of p̄1,2,3. The highest

value of 
 = 
m for which the condition (36) is still fulfilled is a mea-
sure of the distance between the dominant p̄1,2,3 and the rest of
the spectrum, i.e. the degree of dominance. Therefore ratio 
m/(	ı)
is further referred to as dominance index.
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In order to prevent the assessment of �0, �D, �I from a loss of
ominance it is advisable to follow each application of (22)–(24)
y a test on the argument increment. An example of evaluating the
rgument increment of M̄(−
˚k + jϕ)  is in Fig. 13a. The dominance
ndex values of the placed poles for all the considered plants are in
ig. 12.

. Selecting the root and damping ratios to guarantee the
ominance

In Section 4 the control parameters �0, �D, �I were assessed
s if the ratios 	, ı were kept on given constant values and only
, ϑ were considered variables. In this section the objective is to
elect the most fitting values of 	, ı ratios from the point of view of

¯ 1,2,3 dominance. These ratios are to be selected carefully because
heir unsuitable values can completely spoil the pole assignment
esult due to the loss of p̄1,2,3 dominance. Typically, for instance, the
rowth of 	 beyond a limit unavoidably leads to some undesirable
oles arising between p̄1,2 and p̄3 or even in the rightmost position.
lso exceedingly high values of the damping ratio, ı > 0.5, lead to

he loss of p̄1,2,3 dominance. Such a kind of failure is detectable by
he test on argument increment (36).

In the following we consider the disturbance rejection as the eval-
ated performance property of the investigated control loop. After
dding the disturbance term Kda0d(t − �) into plant Eq. (1) the cor-
esponding modification of the dimensionless plant Eq. (11) is of
he form

d2y(t̄)
dt̄2

+ ϑ
dy(t̄)
dt̄

+ �ϑ2y(t̄) = K�ϑ2u(t̄ − 1) + Kd�ϑ
2d(t̄ − 1),

� > 0, ϑ > 0, K, Kd /= 0 (40)

where Kd, d are dimensionless again and the time delay is
upposed the same for both u and d. Then after introducing the
imensionless parameters as in Section 2, for the case a0 > 0, the
ransfer function of the loop for d is as follows

¯
dM(s̄) = Kds̄ exp(−s̄)

1
�ϑ2 s̄

3 + 1
�ϑ s̄

2 + s̄+ exp(−s̄)[�0s̄+ �Ds̄2 + �I]
(41)

o that its spectrum of poles is infinite.  Let the performance of the
isturbance rejection be evaluated by the absolute error integral
alue (IAE)

AE =
∫ ∞

0

∣∣ed(t̄)∣∣dt̄ (42)

here ed(t) is the control error further considered as brought about
y a step change of d(t). The convergence of the improper integral
42) results from the integration action of the controller.

There are two ways the varying 	 and ı influence the IAE value.
rimarily these ratios affect just the modes appropriate to the
laced poles p̄1, p̄2, p̄3, i.e. exp(−	ı˚kt̄), exp(−ı˚kt̄) cos ˚kt̄ and
xp(−ı˚kt̄) sin ˚kt̄, but besides the 	, ı values also influence the
ositions of other poles and their contribution to the control loop
esponse and in this way they may  possibly deteriorate the domi-
ant position of p̄1, p̄2, p̄3. The following auxiliary transfer function

s introduced for the sake of distinguishing these two impacts of 	,
.

roposition 1. Consider the disturbance transfer function (41) as
 result of assigning the poles p̄1, p̄2, p̄3 in PID control loop on the

lant (11) with given �, ϑ. Suppose that for this case various settings
f 	, ı with corresponding �0, �D, �I given by (22)–(24) are tried and
ested by the criterion (42). For each of these options of (41) the poles
¯ 1, p̄2, p̄3 are assessed and the following auxiliary transfer function
Fig. 9. IAEM and IAEA criteria of transfer functions (41) and (43) for a non-oscillating
case  of (11).

ḠdA(s̄) = Kds̄(−p̄1p̄2p̄3) exp(−s̄)
(s̄ − p̄1)(s̄ − p̄2)(s̄ − p̄3)�I

(43)

then represents a virtual control loop with only the three pre-
scribed poles p̄1, p̄2, p̄3. Both the functions (41) and ḠdA(s̄) have
in common not only the prescribed poles and the dead time �
but, primarily, their step responses edM and edA for ḠdM(s̄) and
ḠdA(s̄), respectively, have equal values of the following integrals∫ ∞

0
edM(t̄)dt̄ =

∫ ∞
0
edA(t̄)dt̄ = Kd/�I. As (43) represents a pattern of

a function with only three poles p̄1, p̄2, p̄3 the difference between
the IAE integrals for both edM(t) and edA(t)

�IAE =
∫ ∞

0

[
∣∣edM(t)

∣∣ −
∣∣edA(t)

∣∣]dt == IAEM − IAEA (44)

provides a quantity evaluating the influence of the rest of the spec-
trum beyond the prescribed p̄1, p̄2, p̄3 on the control loop response.
The smaller the �IAE value the stronger the dominance of p̄1, p̄2, p̄3,
and vice versa.

Proof. Apparently the auxiliary ḠdA(s̄) function has been con-
structed to fulfil the equality of its IAE integral with that of the
“true” ḠdM(s̄) :

∫ ∞
0
edM(t̄)dt̄ =

∫ ∞
0
edA(t̄)dt̄ = Kd/�I (these integrals

have no purpose in the response evaluation). Both the transfer func-
tions result from identical prescription of p̄1, p̄2, p̄3 so that both
their responses contain the modes having originated from these
poles. By evaluating and comparing both the IAE integrals for vari-
ous values of 	, ı in p1,2,3 prescription one can follow the influence of
	, ı on the response in Figs. 9 and 10. While integral (42) is strongly
dependent on 	 and ı, the same integral for the auxiliary model
(43) varies very weakly with 	, ı. Two examples of the dependence
of both the integrals IAEM =

∫ ∞
0

∣∣edM(t̄)
∣∣dt̄ and IAEA =

∫ ∞
0

∣∣edA(t̄)
∣∣dt̄

on 	 and ı are plotted in Figs. 9 and 10. For a relatively small set of
	 and ı both these integrals are very close to each other so that for
these options of p1,2,3 their dominance is very strong and therefore
the undesirable poles and modes have a negligible influence on the
control loop response. On the contrary, for growing 	 and ı the dif-
ference �IAE increases considerably and its growing value cannot
originate in nothing else but in the undesirable influence of the rest of
the spectrum beyond the prescribed p̄1, p̄2, p̄3.�

In comparing the models (41) and (43) the difference �IAE
increases with the growing deficiency or even a loss of p̄1, p̄2, p̄3
dominance and its value can be used as an indicator of the degree
of the dominance.  The difference �IAE is evaluated as a criterion for

selecting the proper values of 	 and ı for various options of � and
ϑ considered as fixed during each selection of optimum 	 and ı.
Unlike the dominance index 
m/(	ı) from Section 5 the �IAE assess-
ment provides a possibility to select the proper values of the ratios
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Fig. 10. IAEM and IAEA criteria of transfer functions (41) and (43) for an oscillating
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d2y(t)
dt2

+
√

3
dy(t)
dt

+ y(t) = 0.5u(t −
√

3) (45)
ase of (11).

 and ı via finding the �IAE minimum.  Only those 	, ı which result
n a minimum value of �IAE, can be considered as the acceptable
oot and damping ratios for the dominant pole placement.

The graphs of IAEM and IAEA criteria for two samples of plants
ith � = 0.1, ϑ = 3 (aperiodic) and � = 1, ϑ = 3 (oscillating) are in

igs. 9 and 10, respectively. The dependence on 	, ı is mapped for
he ranges ı∈ 〈0.25, 0.65 〉 , 	 ∈ 〈1.0, 2.5 〉. The upper graphs repre-
ent the true IAEM and the lower ones the auxiliary integral IAEA. At

 glance we notice that for almost the same pairs of 	, ı both the sur-
aces IAEM and IAEA coincide with each other approximately and in
his way indicate the best dominance of p̄1, p̄2, p̄3. The coincidence
f the graphs also proves true the assumption that model (43) really
an fit the meromorphic one (41). Unlike the true IAEM the auxiliary
ntegral IAEA is very weakly dependent on both the ratios 	, ı, it
aries only less than ten per cent throughout their whole ranges. In
ontrast, the true integral IAEM corresponding to the meromorphic
ransfer function (41) increases steeply as soon as higher values of

 are taken and this increase is the higher the higher 	 is chosen.
So far the criterion �IAE was applied without a regard to the

rgument criterion (36). Particularly as to the root ratio 	 this con-
ition is to be regarded too. As we see in Figs. 9 and 10, the difference
IAE in its minimum values practically does not change within the

nterval 	∈ 〈1.3, 2 〉, but in spite of this the values 	 > 1.5 are not
dmissible for the pole placement. It is because at least one pole
rises between p̄1,2 and p̄3 in this case and the dominance index con-
ition (36) is not satisfied any more. For this reason a compromise
ption of about 	∼= 1.3 is to be recommended for p̄3.

The mappings of IAEM and IAEA like those in Figs. 9 and 10 were
erformed for a set of about 50 various pairs of similarity numbers

 and ϑ. The most important finding from all these investigations
s the following: Although the shapes of the IAE criterion graphs
iffer from each other to some extent, the position of the mini-
um difference �IAE varies very slightly for various � and ϑ. For

he damping ratio ı this important finding is illustrated in Fig. 11
here the ı optimum values for the considered region of � and ϑ

re plotted. In spite of largely different plants represented by the
onsidered area of � and ϑ the optimum values of ı are within a
arrow interval ı∈ 〈0.3, 0.45 〉. For any PID controller by means of
22)–(24) we  can pick up the optimum ı for prescribing p̄1,2,3 as in
21) for the considered plant parameters � and ϑ from Fig. 11. On
he other hand, if we compare Fig. 11 with Figs. 9 and 10 we notice
hat near the optimum the difference �IAE is very little sensitive to
mall changes of 	, ı so that the dominance turns out to be robust.

f  we recall Fig. 2 through 7 where the ratios ı = 0.35 and 	 = 1.3

ere fixed we find out that the obtained settings for all the plants
Fig. 11. Optimum values of damping ratio ı for the whole range of � and ϑ.

appropriate to the displayed � and ϑ represent a quasi-optimum
controller setting in fact.

Remark. Although the graphs in Figs. 9 and 10 are displayed for
the whole range of � and ϑ any use of model (43) instead of (41)
is admissible only near the optimum 	, ı where the dominance
is proved. For 	, ı values beyond the optimum spot function (43)
becomes meaningless as a model of the control loop in fact. Note
that the rightmost part of the M̄(s̄) spectrum may  also be assessed
using the algorithm presented in [18].

We  already learned that the criterion of �IAE is not to be used
as a single point of view. Hence for a definite proof of the proposed
	, ı setting for the whole range of considered plants the dominance
index 
m/(	ı) has been evaluated. The plot of its values is in Fig. 12
from where it is apparent that the dominance index of p̄1,2,3 is
higher than 1.2 all over the whole range of � and ϑ when 	 = 1.3
and ı optimum from Fig. 11 is used for controller setting according
to (22)–(24).

7. Application example of the pole placement and
controller setting

To demonstrate the presented approach to dominant pole place-
ment consider a plant given by the original equation
Fig. 12. Dominance index 
m/(k�) values for various types of plants.
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Fig. 13. (a) Argument increment checking the dominance of

The similarity numbers of this plant are as follows � = 1/3, ϑ = 3,
 = 0.5, and the dimensionless plant equation is as follows

d2y(t̄)
dt̄2

+ 3
dy(t̄)
dt̄

+ 3y(t̄) = 1.5u(t̄ − 1) (46)

here t̄ = t/
√

3. The ultimate angle ˚k is obtained as the root of
17) which for this case has the value ˚k = 1.63635. (The ultimate
requency of the plant is ωk = 0.9447 s−1.) Using ˚k as the imag-
nary part of the prescribed roots and the above recommended
alues of the root and damping ratios 	 = 1.3, ı = 0.35, respectively,
he following dominant pole selection results: p̄1,2 = −0.5727 ±
1.6364 and p̄3 = −0.7445. Applying formulae (22)–(24) the follow-
ng generalized control loop parameters are obtained �0 = 0.8726,
D = 0.3489 and �I = 0.6118. The generalized quasi-polynomial (20)
esulting from these parameters is as follows

¯ (s̄) = s̄3 + 3s̄2 + 3s̄+ 3 exp(−s̄)[0.8726s̄+ 0.3489s̄2 + 0.6118]

(47)

The spectrum of this quasi-polynomial is infinite and the pre-

cribed p̄1,2,3 is the dominant group of this spectrum. The rightmost
ole of the rest of the spectrum is real p̄4 = −1.478 with the
osition twice as far from the Im axis than p̄3 and then the spec-
rum continues by an infinite chain of M̄(s̄) zeros beginning with

ig. 14. The step responses of control loop for the setting (49) in model (41) or in
he auxiliary (43).
d poles for (47), (b) the right-most part of spectrum of (47).

p̄5,6 = −2.01 ± j1.64, over, e.g. p̄35,36 = −4.52 ± j95.78, and so on,
Fig. 13b [18]. The contribution of the whole rest of poles to the
control loop behaviour is completely negligible. The condition (36)
for the M̄(s̄) zeros p̄1,2,3 was also applied and the obtained contour
M̄(−
˚k + jϕ)  for the interval ϕ∈ 〈0, 10˚k 〉 with 
 = 1.9 	ı = 0.865
is in Fig. 13a. The dominance index 
m/(	ı) = 1.9 confirms that the
rightmost root of the rest of the spectrum has almost double
distance from the imaginary axis than p̄3 so that the obtained dom-
inance is very strong as can be seen from Fig. 13b. For drawing the
contour in this graph instead of M̄(s̄) the following modification
was applied

M̄P(s̄) = M̄(s̄)

1 +
∣∣M̄(s̄)

∣∣1.1
, s̄ = −
˚k + jϕ (48)

which does not change the argM̄(s̄) but reduces the module,
|M̄p(s̄)| < |M̄(s̄)| [19]. The obtained control loop similarity numbers
�0, �D, �I correspond to the following final controller setting values

r0 = �0

K
= 1.745, rD = �D�

K
=  1.209, rI = �I

K�
= 0.707 (49)

So the prescribed p̄1,2,3 determine the response of the loop with
a negligible influence of the rest of the spectrum, Fig. 14.

8. Conclusions

The PID controllers still remain the most widely applied in
the industry and the dominant pole placement in their tuning
attract the research attention even though various specific con-
troller schemes have been developed for the time delay systems,
e.g. [20]. The original aim of this paper was to guarantee the dom-
inance in the pole assignment. But the primary concern turns out
to be in the matter of dimensionless treatment of the control loop
dynamics where it is just as beneficial as it was  proved in the tra-
ditional branches of science like hydrodynamics, thermodynamics,
etc. The presented dimensionless investigation of the pole place-
ment in the delayed PID control loop revealed the substance of
the relationship between the specification of the prescribed poles
p̄1,2,3 and the possibility really to achieve their dominant position.
The presented formulae (22)–(24) with regard to the relationship
(17) prove that the control parameters �0, �D, �I can be considered

as dependent only on four primary variables, namely two plant
parameters swingability � and laggardness ϑ and two ratios 	 and
ı of the prescribed pole specification. Hence the ultimate angle ˚k
is not included in this group because of its dependence on �, ϑ.
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owever, from Section 6 we learned that the optimum dominance
f p̄1,2,3 is obtained if the root and damping ratios 	 and ı are set as
ollows, 	∼= 1.3 ± 0.1 and ı∼= 0.35 ± 0.05, respectively, more details
n ı setting are specified in Fig. 11. Just the results of Section 6 help
rrive at the conclusion that in fact, the PID setting according to
22)–(24) can be considered as uniform, i.e. that �0, �D, �I can be
oined only with the given specification of the plant by � and ϑ just
s they are already displayed in Fig. 2 through 7. In fact the root and
amping ratios 	 and ı respectively may  be kept constant, namely

 = 1.3 and ı = 0.35. As it follows from Figs. 9 and 10 this fixation is
cceptable because both the displayed criteria are fairly insensitive
o small deviations of 	 and ı in the vicinity of these values. In other
ords the choice of p̄1,2,3 connected with the ultimate angle ˚k
akes the control loop performance only very weakly dependent

n 	 and ı, as long as the dominance of p̄1,2,3 is kept sufficient.

Two novel tools for investigating the pole dominance are devel-
ped in the paper. First the argument increment criterion (36) or
he dominance index are to prove the distinctly rightmost position
f the placed poles p̄1,2,3. Another aspect of the dominance degree
s introduced by applying the auxiliary finite spectrum model (43)
o estimate the contribution of undesirable poles different from
he prescribed p̄1,2,3 to the control loop response by means of the
bsolute difference �IAE. Just this approach was  decisive in clari-
ying the mechanism of the dominance decay due to an improper
rescription of p̄1,2,3.
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ppendix. Identification of the dimensionless parameters

Model (11) has been chosen for describing the plant properties
or the purpose of the PID controller adjustment. In this Appendix
n additional relationship between the �, ϑ parameters and the
ntegrals of the step response h(t̄) are presented to outline the abil-
ty of model (11) to be identified with a process given by its h(t̄).
he following Lemma holds for this identification.

emma  3. Suppose that a stable SISO time delay process (1) with
0 > 0, a1 > 0, b0 > 0, � > 0 is given by its unit-step response h(t̄), i.e. in
caling where h is dimensionless and time is replaced by t̄ = t/�.  For
he dimensionless model (11) we have to find such parameters K, �, ϑ
hat make h(∞) and the values of the following improper integrals

I(t̄) =
∞∫
0

[h(∞) − h(t̄)]dt̄ and hII(t̄) =
∞∫
0

[hI(∞)  − hI(t̄)]dt̄ (50)

he same for h(t̄) and for the model. The model parameters satisfy-
ng this condition are as follows

 = h(∞), ϑ = S1
2

, � = S1
2

2
(51)

H̄II(s̄) = 1
s̄

⎡
⎣ s̄K

(
1 + (�ϑ)−1)(

1 +
S1 + S1 − S2 S1 + S1 − S2

here S1 = hI(∞)/h(∞) −1 and S2 = hII(∞)/h(∞) −0.5.

roof. Consider model (11) multiplied by (�ϑ2)
−1

, i.e.

[

[

trol 23 (2013) 1063– 1074 1073

1
�ϑ2

d2y(t̄)
dt̄2

+ 1
�ϑ

dy(t̄)
dt̄

+ y(t̄) = Ku(t̄ − 1) (52)

and suppose integrations (50) to be performed in the Laplace trans-
form corresponding to t̄, i.e. in the complex variable s̄ = s�.  Let the
dimensionless step response be h(t̄) and its transform h(t̄) → H̄(s̄)

H̄(s̄) = K  exp(−s̄)
s̄(s̄2(�ϑ2)−1 + s̄(�ϑ)−1 + 1)

(53)

with the limit t̄ → ∞ as h(∞) = lim
s̄→0
s̄H̄(s̄) = K . The Laplace trans-

forms of integrals (50) of h(t̄) are as follows (from divisions by s̄)

H̄I(s̄) = 1
s̄

[
K(1 − exp(−s̄)) + K(s̄(�ϑ)−1 + s̄2(�ϑ2)

−1

s̄(s̄2(�ϑ2)−1 + s̄(�ϑ)−1 + 1)

]
(54)

)−1 + s̄2(�ϑ2)
−1

)
− K

(
1 − e−s̄ + s̄(�ϑ)−1 + s̄2(�ϑ2)

−1
)

s̄2
(

1 + s̄(�ϑ)−1 + s̄2(�ϑ2)−1
)

⎤
⎦ (55)

Finding the limits hI(∞) = lim
s̄→0
s̄H̄I(s̄) and hII(∞)  = lim

s̄→0
s̄H̄II(s̄) we

obtain

hI(∞)  = lim
s̄→0
s̄H̄I(s̄) = h(∞)(1 + (�ϑ)−1) (56)

lim
s̄→0
s̄H̄II(s̄) = K[0.5 + (�ϑ)−1 + (�ϑ)−2 − �−1ϑ−2] = hII(∞) (57)

From the limits (56) and (57) we  obtain the set of equations

1
�ϑ

= hI(∞)
h(∞)

− 1 = S1

1
�ϑ

+ 1

(�ϑ)2
− 1
�ϑ2

= hII(∞)
h(∞)

− 1
2

= S2

(58)

and the solution of this set is identical with (51)�.
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